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We suggest an approach to partial synchronization of chaotic systems with uncertainty. This method contains
two steps: �i� transforming the synchronization system into the canonical form by the well-known feedback
linearization theory and �ii� finding a control signal to ensure the asymptotic stability of the canonical system.
This partial synchronization approach requires very little system information by applying a finite-time conver-
gence technique to estimate uncertainties caused by unknown states, parameters, or structure. We also argue in
detail that this partial synchronization method can be extended to parameter identification, �sub�structure
estimation, and even phase detection. Several examples are presented to illustrate the partial synchronization
approach suggested.
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I. INTRODUCTION

Synchronization �1,2� as a universal concept in nonlinear
sciences has attracted much attention during the past years.
Different types of synchronization have been observed, such
as identical synchronization �3�, phase synchronization �4�,
generalized synchronization �5–7�, and lag synchronization
�8�, to name just a few; see Refs. �1,2� for a review. Identical
synchronization is said to occur when states of two coupled
identical �chaotic� systems �evolving from different initial
conditions� coincide asymptotically. A perfect phase-locking
phenomenon, called phase synchronization, can be observed
for two weakly coupled systems with small parameter mis-
match if their phases can be well defined. Generalized syn-
chronization is said to happen when there exists a static func-
tional relation between states of the driving and response
systems if transients are ignored. Lag synchronization im-
plies that two signals become identical in phases �and ampli-
tudes�, but shifted in time. These synchronization degrees
can also be extended to networks of interacting dynamical
systems �9�. Some authors also suggested to quantify the
synchronization degree of interacting dynamical units in real
biological systems and to reveal the relation between syn-
chronization degree and functions of real biological systems;
see, for example, Refs. �10–12�.

Partial synchronization, on the other hand, occurs when
only subsystems of both coupled systems are in synchrony
while other state variables remain uncorrelated. Similarly,
different types of partial synchronization can also be inves-
tigated, such as partial identical synchronization, partial
phase synchronization, and partial generalized synchroniza-
tion. Partial synchronization can be applied to describe the
synchronization of two coupled oscillators with the same di-
mension or with different dimensions �13�. Partial synchro-

nization can also be extended to networks of interacting dy-
namical systems �14–20�.

Generally speaking, the research on synchronization may
be grouped into two problems. The first one, which we call
the analysis problem, consists of understanding and/or giving
a theoretical description of synchronization phenomena. The
second problem, the synthesis problem, is concerned with
finding �or designing� a synchronization control signal such
that coupled systems can synchronize with each other to
some extent. Coupled complex dynamical systems in prac-
tice are nonidentical and have some uncertainty caused by
unknown states, parameters, or structure. In this case, iden-
tical synchronization cannot easily be observed; whereas
phase synchronization is not easy to be detected because the
phase often cannot be well-defined or is not available for
complex dynamical systems. For these reasons, the concepts
of generalized synchronization or partial synchronization are
often more practical to apply. However, until now some as-
pects especially important for applications are not well un-
derstood. Can we find some synchronization signal �or cou-
pling schemes� to ensure generalized synchronization or
partial synchronization of nonidentical coupled systems, es-
pecially when systems suffer from uncertainties caused by
unknown states, parameters, or structure? Is it possible to
find conditions under which a certain type of partial synchro-
nization �e.g., partial identical synchronization, partial gen-
eralized synchronization, or partial phase synchronization�
occurs? Can we estimate system parameters �including pa-
rameter mismatch�, �sub�structure, or even phase from syn-
chronization?

In this paper we suggest an approach to partial synchro-
nization of chaotic systems with uncertainties caused by un-
known states, parameters, or even structure based on a finite-
time uncertainty estimation technique. Previously developed
robust partial synchronization methods �13,21,22� achieved
only bounded uncertainty estimation. Furthermore, we argue
in detail that this partial synchronization method can be ex-
tended to parameter identification, �sub�structure estimation,
or even phase detection �23�.
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II. THEORY

A. Unidirectional coupling

We start with two unidirectionally coupled systems

driving system: ẋd = fd�xd� , �1�

where xd�Rd is the state vector and fd describes the system
dynamics and

response system: ẋr = fr�xr� , �2�

where xr�Rr denotes the state vector and fr describes the
system dynamics. We assume that both driving and response
systems are chaotic and evolve from different initial condi-
tions. This implies that without using a coupling signal, the
response system quickly diverges from the trajectory of the
driving system and no coherent linkage �or synchronization
degree� between both systems can be observed.

Here we attempt to design a control signal u and vector b
such that a controlled subsystem of the response system �2�,
given by

ẋr1 = fr1�xr� + bu , �3�

synchronizes with a subsystem of system �1�, described by

ẋd1 = fd1�xd� , �4�

where xr1 ,xd1�Rm, xr= �xr1 ,xr2�, fr= �fr1 , fr2�, xd= �xd1 ,xd2�,
and fd= �fd1 , fd2�. If we can perform this, partial synchroniza-
tion between systems �1� and �2� is achieved.

It is easy to see that even when state vectors xd1 and xr1
are measured or observable, both subsystems �3� and �4� gen-
erally suffer from uncertainties caused by unknown states xr2
and xd2, parameters, or even structure. Therefore the essen-
tial issue of partial synchronization synthesis is associated
with estimation of such uncertainties. In this paper we sug-
gest a partial synchronization method with finite-time uncer-
tainty estimation and show that under some rather general
mathematical conditions, partial synchronization is ensured.

Let e=xr1−xd1 and e= �e1 , . . . ,em�. Then the synchroniza-
tion error equation reads

ė = fr1�e + xd1,xd2� − fd1�xd� + bu . �5�

In the following, we assume that a scalar variable z1=h�e� is
measurable.

Let zi+1= żi for i=1,2 , . . . ,m−1 and z= �z1 ,z2 , . . . ,zm�T.
Then we obtain

z = H�e,xd,u� .

It follows from the well-known feedback-linearization theory
�24� that if H does not contain u explicitly �i.e., �H /�u=0�
and �H /�e is nonsingular and continuous everywhere on a
certain open set, then there exists a coordinate transformation

z = ��e,xd� �6�

such that the error system �5� can be globally transformed
into the canonical form

żi = zi+1, i = 1, . . . ,m − 1, �7�

żm = ��z,xd� + u .

Here ��z ,xd� describes the dynamics of the transformed sys-
tem. If the structure of coupled systems is known a priori,
then ��z ,xd� can be calculated analytically. In this case, the
asymptotic stability of system �7� can easily be done using
well-developed control methods such as linear feedback con-
trol. However, the structure of coupled systems usually is not
known exactly. Therefore, in practice some techniques have
to be used for estimating ��z ,xd�. As will be shown below,
we shall apply a finite-time convergence strategy to estimate
��z ,xd� correctly within a finite time. In the following, we
use � as an abbreviation of ��z ,xd� for simplicity.

Remark 1. Generally the coordinate transformation � in
Eq. �6� can be grouped into three classes. The first class
consists of transformations � that do not depend on xd ex-
plicitly. The second one is that � contains xd1 explicitly but
not xd2. The third class contains � depending on both xd1
and xd2 explicitly. If one can design a control signal u to
ensure the asymptotic stability of system �7�, then �i� partial
identical synchronization between systems �1� and �2� occurs
asymptotically for the first class of � because z→0 implies
e=�−1�z�→0; �ii� partial generalized synchronization is
achieved asymptotically for the second class because z→0
implies ��xr1−xd1 ,xd1�→0; or �iii� more general �or
weaker� partial generalized synchronization occurs asymp-
totically for the third class because z→0 implies ��xr1
−xd1 ,xd�→0.

We now show how to design the control signal for ensur-
ing the asymptotic stability of system �7�. We first introduce
a compositive error variable, described by

s = zm + c1zm−1 + c2zm−2 + ¯ + cm−1z1, �8�

where ci’s are designed such that polynomial qm−1+c1qm−2

+c2qm−3+ ¯ +cm−1 is Hurwitzian, which in combination
with zi+1= żi �∀ i=1,2 , . . . ,m−1� implies that zi→0 for all i
as s→0 and therefore the control goal considered becomes
how to design the control signal to ensure s→0.

Differentiating Eq. �8� with respect to time and using Eq.
�7�, we then get

ṡ = �
i=1

m−1

cizm−i+1 + � + u . �9�

The following theorems �see the Appendix for their proofs�
summarize the rules to design the control signal to ensure s
→0.

Theorem 1. When � is known a priori, one can ensure s
=0 after a finite time by using the following control signal:

u = ueq − k1s − k2sp sgn�s� − k3�
0

t

sdt

− k4��
0

t

sdt�q

sgn��
0

t

sdt� , �10�

whereueq=−�−�i=1
m−1cizm−i+1; k1, k2, k3, and k4 are positive

constants; 0� p ,q�1; and sgn�¯� is the signum function.
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Theorem 2. When � is unknown, provided that there ex-

ists a positive constant � such that �̇�t��� for all t�0, one
can ensure s=0 and

� = �	s − ŝ	1/2sgn�s − ŝ� + ��
0

t

sgn�s − ŝ�dt �11�

after a finite time by using the following control signal:

u = − �
i=1

m−1

cizm−i+1 + u1, �12�

where

u1 = − k1s − k2sp sgn�s� − k3�
0

t

sdt

− k4��
0

t

sdt�q

sgn��
0

t

sdt� − �	s − ŝ	1/2 sgn�s − ŝ�

− ��
0

t

sgn�s − ŝ�dt , �13�

ŝ = − �
0

t 
k1s + k2sp sgn�s� + k3�
0

t

sdt

+ k4��
0

t

sdt�q

sgn��
0

t

sdt��dt , �14�

with positive k1, k2, k3, and k4, 0� p ,q�1, ��0.5��, and
��4�. To summarize the above analysis, when the control
signal u is designed according to theorem 1 or 2, one of the
three types of partial synchronization as mentioned in remark
1 is ensured asymptotically, depending on the properties of
�.

Remark 2. As shown in the proof of theorem 1 in Ref.
�36�, the time of ensuring Eq. �11� t� can be estimated by

t� �
2

� − �
	��,�,�� ,

where 	�� ,� ,�� is a monotonically nonincreasing function
of each of parameters � and �. Therefore, t� can be short-
ened as desired if large enough parameters � and � are cho-
sen.

Remark 3. As will be shown below, the assumption that
there exists the coordinate transformation �6� such that the
error system �5� can be globally transformed into the canoni-
cal form �7� is not really a restriction.

Remark 4. In most cases, � can be divided into two parts:
one is called “certainty” which comes from the prior knowl-
edge about coupled systems; the other “uncertainty.” Theo-
rem 1 is less significant because the “uncertainty” of � de-
teriorates the control performance dramatically. This
drawback is removed by theorem 2 in which a finite-time
estimation of uncertainty is involved, and can also be at-
tacked by well-developed adaptive control techniques that
enable estimating the “uncertainty” of � with any accuracy
as desired. Indeed we may still adopt the control rule �10�
but replace the true � by its “certainty” plus adaptive esti-

mation value for the “uncertainty.” For example, when �
reads ��p1 ,p2�=�ip1i
1i�xd�+�ip2i
2i�z�, the “uncertainty”
of � arises from unknown parameters p1i and p2i. We can
design an adaptive control signal �25� as

u = − �
i=1

m

kiei − k1s − k2sp − k3�
0

t

sdt

− k4��
0

t

sdt�q

sgn��
0

t

sdt�
− ��q1,q2� ,

q̇1i = 
1i�xd�zm,

q̇2i=
2i�xd�zm.For a more general case when the structure of
� is not precisely known, by taking 
1i�xd� and 
2i�xd� from
kernel �or orthogonal basic� functions set �e.g., polynomial
functions set�, we can achieve increased accuracy if higher
order kernel functions are contained in �.

Remark 5. If one system represents “reality” and the other
a “computational model,” the coupling signal can be used to
achieve data assimilation �26–28� from a stream of noisy
measurements into a running model that will effectively pre-
dict the �future� states of the true system. In data assimilation
with an imperfect model, and more generally in a dynamic
data driven applications system �DDDAS� �29�, one seeks to
change model parameters, as well as the model states, to
match the true system more closely. In this case, � can be
divided into two parts: one comes from “reality” and the
other from the “computational model;” only the former is
unknown and becomes uncertain whereas the latter is known
exactly. In terms of theorem 2, this uncertainty part can be
estimated after a finite time. Therefore, �partial� structure of
“reality” can be identified. This can be extended to estimate
system parameters and even to estimate system phase, as will
be illustrated below �see Sec. III�.

B. Bidirectional coupling

We now show that the control method used for unidirec-
tional coupling can also be extended to bidirectionally
coupled systems. For two systems �1� and �2�, we assume
that only the first state variables of them are coupled to each
other. This implies that coupled subsystems can be described
by

ẋd1 = fd1�xd� + v1, �15�

ẋr1 = fr1�xr� + v2, �16�

where xd= �xd1 ,xd2�, xr= �xr1 ,xr2�, fd= �fd1 , fd2�, fr= �fr1 , fr2�,
and v1 and v2 are coupling signals to be specified. For sim-
plicity, we set v1=−v /2 and v2=v /2.

Let e=xr1−xd1. Then the synchronization error equation
reads

ė = � + v . �17�

Here �= fr1�xr�− fd1�xd� describes the difference between the
two subsystems �15� and �16�.
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In this case, we design s=e and Eq. �9� actually reads

ṡ = � + v .

In terms of theorem 2, we can ensure e�=s�=0 after a finite
time by designing the control signal v as

v�t� = − k1e − k2ep sgn�e� − k3�
0

t

edt

− k4��
0

t

edt�q

sgn��
0

t

edt� − �	e − ê	1/2 sgn�e − ê�

− ��
0

t

sgn�e − ê�dt , �18�

with

ê = − �
0

t 
k1e + k2ep sgn�e� + k3�
0

t

edt

+ k4��
0

t

edt�q

sgn��
0

t

edt��dt . �19�

It follows that partial identical synchronization between sys-
tems �1� and �2� occurs after a finite time. Furthermore, �
can be estimated after a finite time by the following equa-
tion:

� = �	e − ê	1/2 sgn�e − ê� + ��
0

t

sgn�e − ê�dt . �20�

Remark 6. This partial synchronization approach can be
extended to a more general case when arbitrary state vari-
ables of systems �1� and �2� are coupled to each other. Be-
cause coupling signals vi include dynamical elements, i.e.,
integral operators, such coupling signals are called dynami-
cal coupling signals. Similarly, coupling signals that do not
include dynamical elements are called static coupling sig-
nals. It should be noted that due to the presence of uncer-
tainty �, one cannot ensure synchronization using the widely
used static coupling form v1=−k1�xd1−xr1� and v2=−k2�xr1
−xd1�, where k1 and k2 are control gains. However, �partial�
synchronization may occur with proper dynamical coupling
signals.

III. EXAMPLES

We now present some examples to illustrate the partial
synchronization method suggested.

Example 1. As the first example, we consider a chaotic
circuit with a double-scroll attractor �30�

ẋ1d = x2d, ẋ2d = x3d, ẋ3d = − ��x1d − sgn�x1d�� + x2d + x3d

�21�

as the “driving” system, and a Duffing model �31,32�

ẋ1r = x2r, �22�

ẋ2r = − p1x1r − p2x2r − p3x1r
3 + p4 cos�wrt�

+ p5 sin�wrt� + u

as the “response” system, where the parameters used in the
following numerical simulations were �=0.8, p1=1, p2
=0.25, p3=1, p4=0.3, p5=0, and wr=1. The goal considered
here is to design the control signal u such that system �22�
synchronizes with the subsystem of the “driving” system,
given by

ẋ1d = x2d, ẋ2d = x3d. �23�

Let e1=x1r−x1d and e2=x2r−x2d. Then the synchronization
error equation reads

ė1 = e2, ė2 = − x3d − p1x1r − p2x2r − p3x1r
3 + p4 cos�wrt�

+ p5 sin�wrt� + u . �24�

Let z1=e1 and z2=e2. Then the error system �24� can be
globally transformed into the canonical form

ż1 = z2, ż2 = � + u , �25�

where

� = − x3d − p1x1r − p2x2r − p3x1r
3 + p4 cos�wrt� + p5 sin�wrt� .

It is easy to see that Eq. �25� has the same form as in Eq.
�7�. According to theorem 2, we can design the control signal
u as in Eq. �12� with s=z2+z1, k1=k2=k3=k4=1, p=q=3 /5,
and �=�=20, such that z1 ,z2→0 �therefore x1r→x1d and
x2r→x2d�, and in addition, the uncertainty � can be esti-
mated using Eq. �11� after a finite time. This is illustrated by
simulations shown in Fig. 1. It is easy to see from Figs. 1�a�
and 1�b� that partial identical synchronization between sys-
tems �21� and �22� occurs after a short time. This is consis-
tent with the fact that � belongs to the first class and does
not contain xd explicitly.

0 5 10 15 20 25 30
−2

0

2

4

0 5 10 15 20 25 30
−2

−1

0

1

0 5 10 15 20 25 30
−10

0

10

Time(s)

True ∆
Estimated ∆
Control signal u

x
2r

x
2d

x
1r

x
1d

(a)

(b)

(c)

FIG. 1. Partial identical synchronization between systems with
different dimension. �a� x1r and x1d versus time; �b� x2r and x2d

versus time. �c� True � �dashed-dotted line� and its estimation �11�
�solid line� versus time; and control signal u �dotted line� versus
time.
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Figure 1�c� shows that the uncertainty � can be estimated
using Eq. �11� after a short time. It should be stressed that
this method does not depend on the detailed information of
the third equation of system �21�. In fact it is applicable to a
more general system as the driving system, given by

ẋ1d = x2d, ẋ2d = x3d, ẋ3d = ��x1d,x2d,x3d� , �26�

where � is freely chosen.
Noting that the term −x3d− p1x1d− p2x2d− p3x1d

3

+ p4 cos�wrt�+ p5 sin�wrt� can be estimated by � because of
x2r→x2d and x1r→x1d, we now show that this uncertainty
estimation method in combination with parametric fitting
methods can be extended to identify all parameters of system
�22�, namely, pi and wr, if proper x1d, x2d, and x3d are de-
signed for system �26� and all state variables of the driving
system �26� are measurable.

First, we choose x1d�t�
1 and x2d�t�
x3d�t�
0 for all
t�0. Similarly, as shown in Fig. 1�c�, when t� t�, ��t�=
−p1− p3+ p4 cos�wrt�+ p5 sin�wrt� is ensured because of x2r
→0 and x1r→1. We assume that when t� t�, � has the form

��t,a0,a1,b1,w0� = a0 + a1 cos�w0t� + b1 sin�w0t� , �27�

where a0�−p1− p3, a1�p4, b1�p5, and w0�wr. By sam-
pling ��t� with proper rate Sr from the interval �ts , tf� �ts
� t��, we can construct a data pairs set ��tk ,�k�� for paramet-

ric fitting and then attempt to find parameters ā0, ā1, b̄1, and
w̄0 such that the root-mean-square error �RMSE�, given by

� 1

N
�
k=1

N

���tk,a0,a1,b1,w0� − ��tk, ā0, ā1, b̄1,w̄0��2,

is minimal. In the following simulations, we set ts=40 s, tf
=60 s, Sr=2
10−4 s. By parametric fitting methods for
Fourier series, we estimated parameters as a0=1.997, a1
=0.2999, b1=1.771
10−4, and w0=1, for which the RMSE
is equal to 8.913
10−4. Figure 2�a� shows the fitting results.
Therefore p4=0.2999, p5=1.771
10−4, wr=1, and p1+ p3
=1.997 are estimated for their true values.

Second, we choose x1d�t�
0.5 and x2d�t�
x3d�t�
0 for
all t�0 such that when t� t�, ��t�=−0.8p1−0.83p3
+ p4 cos�wrt�+ p5 sin�wrt� is ensured because of x2r→0 and
x1r→0.8. Similarly, we assume that � has the same form as
in Eq. �27� and that we can estimate true a0=−0.8p1
−0.83p3 by parametric fitting methods for Fourier series. Fig-
ure 2�b� shows the fitting results, in which ts=40 s, tf
=60 s, and Sr=2
10−4 s were used and the RMSE is equal
to 6.455
10−4. Then a0 was estimated as a0=−0.8p1
−0.83p3=−1.31, which in combination with p1+ p3=1.997
leads to p1=0.9984 and p3=0.9986. Now only parameter p2
is left to be further estimated �other parameters have been
identified with high accuracy�.

Finally, we choose x1d�t�= sin�t�, x2d�t�=cos�t�, and x3d
=−sin�t� for all t�0 such that when t� t�, ��t�=sin�t�
− p1 sin�t�− p2 cos�t�− p3 sin3�t�+ p4 cos�wrt�+ p5 sin�wrt� is
ensured because of x2r→cos�t� and x1r→sin�t�. Conse-
quently p2 cos�t�=−��t�+sin�t�− p1 sin�t�− p3 sin3�t�
+ p4 cos�wrt�+ p5 sin�wrt� can also be estimated, where we
used the estimated values for p1, p3, p4, p5, and wr. We set
ts=40 s, tf =60 s, and Sr=2
10−4 s. By fitting methods for

Fourier series, p2 can be estimated as p2=0.2501, for which
the RMSE is equal to −1.005
10−5. Figure 2�c� shows the
fitting results.

To summarize the above analysis, all parameters of sys-
tem �22� have been estimated as p1=0.9984, p2=0.2501, p3
=0.9986, p4=0.2999, p5=1.771
10−4, and wr=1. Follow-
ing the same steps as for the Duffing system, this parameter
estimation method can be extended to more general systems
described by

ẋ1r = x2r,

ẋ2r = �
k

p1kx1r
k + �

k

p2kx2r
k + �

k

p3k cos�wkt�

+ p4k sin�wkt� .

Example 2. Next, we consider partial synchronization of
two systems with parameter mismatch. As an illustrating ex-
ample, we analyze the Rössler systems �33� with parameter
mismatch, given by

40 42 44 46 48 50 52 54 56 58 60

−2.3

−2.1

−1.9

−1.7 estimated ∆
k

vs. t
k

fitted curve

t
k

40 42 44 46 48 50 52 54 56 58 60

−1.6

−1.4

−1.2

−1

t
k

estimated ∆
k

vs. t
k

fitted curve

40 42 44 46 48 50 52 54 56 58 60
−0.4

−0.2

0

0.2

0.4

t
k

estimated p
2

cos(t
k
) vs. t

k
fitted curve

(b)

(a)

(c)

FIG. 2. Parametric fitting results. �a� Estimated ��tk� �dot� ver-
sus tk and fitted curve �solid line� when x1d�t�
1 and x2d�t�

x3d�t�
0. �b� Estimated ��tk� �dot� versus tk and fitted curve
�solid line� when x1d�t�
0.8 and x2d�t�
x3d�t�
0. �c� Estimated
p2 cos�tk� �dot� versus tk and fitted curve �solid line� when x1d�t�
=sin�t�, x2d�t�=cos�t�, and x3d�t�=−sin�t�.
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ẋ1,2 = − w1,2y1,2 − z1,2, ẏ1,2 = w1,2x1,2 + a1,2y1,2, �28�

ż1,2 = b1,2 + z1,2�x1,2 − c1,2� ,

where parameters used in the following simulations were
w1=0.985, a1=0.15, b1=0.2, c1=10, w2=1.015, a2=0.1, b2
=0.25, and c2=8.5. We apply the control signal u to the
second equation of the second system such that both systems
synchronize with each other in the sense of partial synchro-
nization.

Let e=y2−y1. Then the synchronization error equation
reads

ė = � + u , �29�

where �=w2x2−w1x1+a2y2−a1y1. In this case, we design s
=e and Eq. �9� actually reads

ṡ = � + u .

It follows that the control signal �12� actually reads

u�t� = − k1e − k2ep sgn�e� − k3�
0

t

edt

− k4��
0

t

edt�q

sgn��
0

t

edt� − �	e − ê	1/2 sgn�e − ê�

− ��
0

t

sgn�e − ê�dt , �30�

with

ê = − �
0

t 
k1e + k2ep sgn�e� + k3�
0

t

edt

+ k4��
0

t

edt�q

sgn��
0

t

edt��dt . �31�

According to theorem 2, we can ensure e�=s�=0 after a finite
time by using the control signal �30�. This implies that partial
identical synchronization between the two Rössler systems
occurs after a finite time. Furthermore, � can be estimated by
the following equation:

� = �	e − ê	1/2 sgn�e − ê� + ��
0

t

sgn�e − ê�dt . �32�

Figures 3 and 4 summarize our results. It is easy to see from
Figs. 3�a�–3�c� that partial identical synchronization between
the two Rössler systems is ensured after a short time. Figure
3�e� shows that � can be estimated using Eq. �32�. Noting
�=w2x2−w1x1+a2y2−a1y1, it follows that true w1x1=−�
+w2x2+a2y2−a1y1 can also be estimated after a short time,
see Fig. 3�f�.

We now show that the estimated w1x1 can be applied to
phase evaluation. Indeed, it is well known that when w1
=0.985, a1=0.15, b1=0.2, c1=10, the trajectory in the coor-
dinates �x1 ,y1� rotates around the origin and therefore the
phase of the driving Rössler system is well-defined as 
1
=arctan�y1 /x1�, see Fig. 4�a�. When w1�1, the true phase of
the driving Rössler system, 
1, can be estimated by

arctan�y1 / �w1x1��, where the estimated value for w1x1 was
used. Even when w1�1 is not satisfied, the average circle
frequency of the driving Rössler system can be estimated.

We found that the trajectory in the coordinates �x2 ,y2�
rotates around �−2,0� and therefore the phase of the response
Rössler system is well defined as 
2=arctan�y2 / �x2+2��, see
Fig. 4�b�. Furthermore phase synchronization between the
two Rössler systems occurs, which is shown in Fig. 4�c�.
This indicates that partial synchronization implies phase syn-
chronization for some cases and therefore the phase of the
driving system can be estimated from that of the response
system �that is, the response system can be considered as a
phase detector �23� to estimate the phase of the driving sys-
tem�. For example, as illustrated in Fig. 4�c�, the true phase
of the driving Rössler system 
1 can be estimated by that of
the response Rössler system 
2. If y1�t� is obtained from the
real Rössler system, the response Rössler system can then be
considered as a phase detector to estimate the phase of real
Rössler system. We are now extending this phase estimation
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FIG. 3. Partial identical synchronization of two nonidentical
Rössler systems. �a�–�c� States of two Rössler systems Rössler sys-
tems versus time. �d� Control signal versus time. �e� True � and its
estimation �32� versus time. �f� True w1x1 and its estimation versus
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DONGCHUAN YU AND ULRICH PARLITZ PHYSICAL REVIEW E 77, 066208 �2008�

066208-6



method to more general systems and are investigating to find
conditions under which partial synchronization implies phase
synchronization.

Example 3. Finally, we treat partial synchronization of
structurally different systems by bidirectional �or mutual�
couplings. As an example, we consider the Lorenz system
�34� and the chaotic circuit �21� and assume that only the
first state variables of both systems are coupled to each other.
The coupled system is then described as

ẋ1d = ��x2d − x1d� + v1, ẋ2d = �x1d − x2d − x1dx3d, �33�

ẋ3d = x1dx2d − bx3d

and

ẋ1r = x2r + v2, ẋ2r = x3r, �34�

ẋ3r = − ��x1r − sgn�x1r�� + x2r + x3r,

where v1 and v2 are coupling signals to be designed. Again,
we set v1=−v /2 and v2=v /2 and design v as in Eq. �18�
such that e=x1r−x1d=0 is ensured after a finite time. Figure
5 shows that partial identical synchronization between sys-
tems �33� and �34� occurs after a short time.

IV. CONCLUSIONS

Partial synchronization synthesis problems are systemati-
cally investigated for both unidirectionally and bidirection-
ally coupled systems. They are associated with the estima-
tion of uncertainties caused by the unknown states,
parameters, or structure. We suggest a robust method to par-
tial synchronization with a finite-time uncertainty estimation
technique. Furthermore we show in detail that this partial
synchronization method can be extended to parameter iden-
tification and even phase detection. Although we have illus-
trated that partial synchronization of two bidirectionally
coupled systems with different structure can be achieved by
applying dynamical couplings, it is still an open problem

how to extend this dynamical coupling method to complex
networks of interacting �identical or nonidentical� dynamical
systems. Some further research in this line is now under our
investigation.
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APPENDIX

The following two lemmas will be applied in proofs be-
low.

Lemma 1 �35�. Let x�D�Rn, ẋ� f�x�, f :Rn→Rn is con-
tinuous on an open neighborhood D of the origin and locally
Lipshitz on D \ �0�, and f�0�=0. Suppose there exists a con-
tinuous function V :D→R such that �i� V is positive definite;

�ii� V̇ is negative on D \ �0�; and �iii� there exist real numbers
k�0 and �� �0,1�, and a neighborhood N�D of the origin

such that V̇+kV��0 on N \ �0�. Then the origin is a finite-
time-stable equilibrium of ẋ� f�x�.

Lemma 2 �36�. Consider the equation

�̈ +
1

2
�	�	−1/2 sgn��� + ��

0

t

sgn���dt = ��t�

where 	��t�	�C is continuous almost everywhere. Then �̇
=�=0 is satisfied after a finite time if ��0.5�C and �
�4C.
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1. Proof of theorem 1

Substituting Eq. �10� into Eq. �9� yields

ṡ = − k1s − k2sp sgn�s� − k3�
0

t

sdt − k4��
0

t

sdt�q sgn��
0

t

sdt� .

�A1�

Let �1
�0
t sdt and �2
s. Then Eq. �A1� can be rewritten as

�̇1 = �2, �̇2 = − k1�2 − k2�2
p sgn��2� − k3�1 − k4�1

q sgn��1� .

�A2�

For system �A2�, we choose a Lyapunov function

V��1,�2� = k3�1
2 +

k4

q + 1
	�1	q+1 +

1

2
�2

2 �A3�

which is positive definite and thus fulfills condition �i� of
lemma 1. Differentiating Eq. �A3� with respect to time yields

V̇ = − k1�2
2 − k2�2

1+p. �A4�

This leads to that condition �ii� of Lemma 1 is guaranteed
because the origin is the only equilibrium point of system
�A2�.

We can conclude from Eqs. �A3� and �A4� that

V̇ + �V� = − k1�2
2 − k2�2

1+p + ��k3�1
2 +

k4

q + 1
	�1	q+1 +

1

2
�2

2��

,

where � is positive and � is chosen such that 2��1+�. Let
N
�	��1 ,�2�	�1→0,�� 1

2�2
2���k1�2

2+k2�2
1+p�. It is easy to see

that due to 2��1+�, �� 1
2�2

2���k1�2
2+k2�2

1+p is satisfied when
	�2	�1. When ��1 ,�2��N, �� 1

2�2
2�� domains ��k3�1

2

+
k4

q+1 	�1	q+1+ 1
2�2

2�� and thereby V̇+�V��0 is satisfied. It fol-
lows that condition �iii� of lemma 1 is also satisfied. Accord-
ing to lemma 1, the origin of system �A2� is finite-time
stable. This theorem is thereby proved.

2. Proof of theorem 2

Substituting Eq. �12� into Eq. �9� yields

ṡ = � + u1. �A5�

On the other hand, differentiating Eq. �14� with respect to
time and using Eq. �13�, we get

ṡ̂ = u1 + �	s − ŝ	1/2 sgn�s − ŝ� + ��
0

t

sgn�s − ŝ�dt . �A6�

Let �=s− ŝ. Subtracting Eq. �A6� from Eq. �A5� then results
in

�̇ = � − �	�	1/2 sgn��� − ��
0

t

sgn���dt . �A7�

Differentiating Eq. �A7� with respect to time indicates

�̈ = �̇ −
1

2
��̇	�	−1/2 − � sgn��� .

According to lemma 2, it follows that �̇=0 is ensured
after a finite time t� and thereby when t� t�, Eq. �A7� actu-
ally becomes

� = �	�	1/2 sgn��� + ��
0

t

sgn���dt ,

which implies that Eq. �11� is satisfied after a finite time.
Substituted in Eq. �13� this implies that when t� t�, Eq.

�13� actually reads

u1 = − k1s − k2sp sgn�s�

− k3�
0

t

sdt − k4��
0

t

sdt�q

sgn��
0

t

sdt� − � ,

and then

u = − �
i=1

m−1

ciem−i+1 − � − k1s − k2sp sgn�s�

− k3�
0

t

sdt − k4��
0

t

sdt�q

sgn��
0

t

sdt� . �A8�

Clearly Eq. �A8� has the same form as in Eq. �10�. By theo-
rem 1 this theorem is thereby proved.
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